SA WG2 Temporary Document

Page 1

SA WG2 Meeting #121
S2-173364
15-19 May 2017, Hangzhou, China
Source:
ZTE, Telecom Italia, Oracle
Title:
23.501: Way forward proposal form Convener for NSSF vs. slice-aware NRF 
Document for:
Discussion/Agreement
Agenda Item:
6.5.1
Work Item / Release:
5GS_Ph1/ Rel15
Abstract of the contribution: This contribution prepared by Network Slicing Convener for item#1, 2 & 4 for the way forward to converge the two solution proposals for NSSF and slice-aware NRF.
1 Background 
During the last SA2#120 F2F meeting in Busan, an official decision for the working assumption (as captured below) on the standalone NSSF to support the network slice selection has made. 
Working assumption: For the initial association of a UE with a set of network slice instances, the selection of a set of Network Slice instances shall be performed by an NF NSSF that is separate from any AMF.

At this point for the preparation for the SA2#121 F2F meeting in HangZhou, there are two similar proposals on the network slice selection with the main difference on one sticky point – i.e. whether the standalone NSSF should be part of the existing NRF or not.  If one takes a closer look on the two proposals, the fundamental concepts and procedures are actually very similar.  The intent of this paper is to examine and to articulate the motivation and the opposite arguments for the two proposals in order to propose a common ground as a way forward to merge the two proposals. 

2 Discussions

The arguments concerning the standalone NSSF proposal championed by ZTE, Telecom Italia, Oracle et al are:

· NRF can be enhanced to be aware of the exactly same NSI and NF topology as the NSSF and to support the same services as the NSSF.  Therefore, there should be no reason to introduce additional interface between AMF and NSSF if the existing NRF can be extended to support NSSF services.  Such approach will have no impact to the existing 5G Core architecture. 
Observation#1: Allowing to integrate the NSSF function into the enhanced slice-aware NRF. 
The arguments concerning the slice-aware NRF proposal championed by Nokia are: 

· Today SA2 defined NRF basically supports the PLMN-level NF discovery and selection because it assumes that it can discover any network functions and there is no mention in anywhere in TS 23.501 or 23.502 on how to limit the scope of the NRF for specific network slice instance. In the context of this paper, it is referred as PLMN-level NRF.   PLMN-level NRF is always needed because 5GC needs to support non network slicing deployment.   Even for network slicing deployment, PLMN-level NRF is needed to discover the Common Control Network Functions such as UDM, PCF or the other AMFs when UE relocation occurs.  This implies the IP address or FQDN of the PLMN-level NRF needs to be pre-configured in every AMF anyway. 
When network slicing is supported, SA2 needs to define NRF functionality that selects NFs serving the scope of an NSI and such NRF is referred as slice-specific NRF in this paper.  The slice-specific NRF may need to limit the exposure of network functions in its serving NSI towards the other NSIs. Having the NRF to support NSSF functionality, it implies that the scope of the NRF can only stay at the PLMN level which is not ideal for network slicing deployment and conflicting with the previous requirement.  Besides, the slice-specific NRF will not be identified until the specific target NSI is selected, whereas PLMN-level NRF is identified during the UE’s registration.  Therefore, it is better to separate the network slice instance selection function, which requires to be operated at the PLMN level, from the network function selection, which could operate at the PLMN-level as well at the slice-specific level in case of network slicing. 
Slice-specific NRF implies that the serving NRF for the given slice instance has a pre-configured subdomain scope.  The subdomain scope of the NRF is determined by the operator to limit the scope of the NF exposure for its serving NSI.  In order to allow the flexibility for the NRF to operate at the PLMN level or at the slice-specific level, it is better to ensure the modular NRF design that is not dependent on the NSI selection functions.
Observation#2: 5GC needs to allow flexible NRF configuration to support two classes of domain – one at the PLMN level and one at the Slice-specific level determined by the operator. More specifically, the PLMN-level of NRF can support network slicing and non-network slicing deployments.  The Slice-specific NRF will not be identified until the specific target NSI is selected.  The design of the NRF should be modular and is not specific to the NSI selection functions.  
3 Proposed Resolutions

In order to address the sticky points of the design considerations from both ends, this paper presents the following resolutions as the way forward to address the two above observation.  
Resolution for Observation#1: 

(1) Just like NRF, NSSF supports service-based interface only.  There will not be point-to-point interface defined for NSSF. 

(2) The service that is defined for the service-based interface is based on Provider’s functionality, and the services provided by the NRF (i.e. specialized for network function selection) and NSSF (i.e. specialized for slice instance selection) are not overlapped. From the Requester’s perspective for slice instance selection, the construct of the service-based request is exactly the same regardless the Provider is slice-aware NRF or NSSF.  As from the deployment perspective, if operator would like to integrate the PLMN-level NRF with the NSSF to become slice-aware NRF, the same FQDN or IP address is configured for both software entities (i.e. PLMN-level NRF and NSSF).  This implies that the services provided by the NSSF are part of the PLMN-level NRF.  And if the operator would like to have the two software entities resided in separate software modules, then the PLMN-level NRF and NSSF will be configured with different FQDNs or IP addresses.  
Conclusion#1: Only the service-based interface is defined for NSSF. It is the operator’s decision to deploy single module or dual software modules configuration. As the base, PLMN-level NRF, Slice-specific NRF and NSSF with their respective SBIs all need to be standardized. In case that PLMN-level NRF is integrated with the NSSF (i.e. operated as a single software module), only one FQDN or IP address is configured for both software entities; otherwise, different FQDNs or IP addresses are configured for PLMN-level NRF and NSSF. 
Resolution for Observation#2: 

(1) Two classes of NRFs are required to allow flexibility for the NRF to operate at the PLMN level or at the slice-specific level. 

(2) Slice-specific NRF is to imply the serving NRF to serve specific slice instance with a pre-configured subdomain scope. This does not automatically imply that, the subdomain scope of the slice-specific NRF is at the slice instance level. It is up to the operator to determine the most optimal subdomain scope of the slice-specific NRF to support the limited exposure of the NF to NSI that is outside of its subdomain.   
(3) During the slice selection, the NSSF (or the slice-aware NRF) may provide the configured slice-specific NRF info (e.g. FQDN or IP address) to the AMF that serves the selected NSI. AMF will then pass on the slice-specific NRF info to the NFs that are within the selected NSI. This approach is tried to leverage the DNS delegation design concept as defined by RFC 3958 which is also adopted by the TS 29.303 to control the exposure of the NF beyond the subdomain of the NSI that it serves.  In the context of 5GC network slicing architecture, this approach is referred as “NRF Delegation”. 

NOTE: An example of the DNS Zone Delegation can be referred to the Annex of this paper. 

(4) Given the NF within the slice instance is always aware of its subdomain and the scope of the target NF that it is intended to connect, when the given NF intends to discover the target NF that is within the same subdomain, it will query the slice-specific NRF.   When the NF is intended to discover the target NF that is outside of its subdomain, the NF will query the PLMN-level NRF.        

Conclusion#2: Introducing the NRF delegation support for two classes of NRF – PLMN-level and Slice-specific level NRFs.  During the slice selection, the NSSF (or the slice-aware NRF) may provide the configured slice-specific NRF info to the AMF that serves the subdomain of the selected NSI. AMF will then pass on the slice-specific NRF info to the NFs that are within the selected NSI. If the NF within the slice instance is required to discover the target NF that is within its domain, it will query the slice-specific NRF; otherwise, if the NF is to discover the target NF that is outside of its domain, the NF will query the PLMN-level NRF.
4 Proposals

It is recommended to approve the two conclusions as proposed in clause 3 above.  The corresponding normative text to support the two conclusions can be referred to S2-173362 23.501 clause 5.15 Update with NSSF.  
Annex 

Example: Delegating a subdomain to a new zone
As shown in the following illustration, when a new zone for a subdomain (example.microsoft.com) is created, delegation from the parent zone (microsoft.com) is needed.


In this example, an authoritative DNS server computer for the newly delegated example.microsoft.com subdomain is named that is based on a derivative subdomain that is included in the new zone (ns1.na.example.microsoft.com). To make this server known to other servers outside the new delegated zone, two resource records are necessary in the microsoft.com zone to complete delegation to the new zone.

These resource records include the following:

· A name server (NS) resource record to effect the delegation. This resource record advertises that the server named ns1.na.example.microsoft.com is an authoritative server for the delegated subdomain.

· A host (A or AAAA) resource record (also known as a glue record) is necessary to resolve the name of the server that is specified in the NS resource record to its IP address. The process of resolving the host name in this resource record to the delegated DNS server in the name server (NS) resource record is sometimes referred to as glue chasing.

3GPP

SA WG2 TD


